Uncertainty propagation in neural networks for sparse coding
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1 Introduction

The idea of Bayesian learning in neural networks (NNs) [1] has recently gained an attention with the development of distributed approximate inference techniques [2, 3] and general boost in popularity of deep learning. Recently several techniques [4, 5] have been proposed to handle specific types of NNs with efficient Bayesian inference. For example, feed-forward networks with the rectified linear unit nonlinearity [6], networks with discrete distributions [7], recurrent networks [8].

In this paper, we consider the area of sparse coding. The sparse coding problem can be viewed as a linear regression problem with the additional assumption that the majority of the basis representation coefficients should be zeros. This sparsity assumption may be represented as l1 penalty [9], or, in Bayesian interpretation, as a prior that has a sharp peak at zero [10]. One of the modern approaches for sparse coding utilises NNs with the soft-thresholding nonlinearity [11, 12]. Sparse coding is widely used in different applications, such as compressive sensing [13], image and video processing [14, 15], neuroscience [16, 17].

A novel method to propagate uncertainty through the soft-thresholding nonlinearity is proposed in this paper. At every layer the current distribution of the target vector is represented as a spike and slab distribution [18], which represents the probabilities of each variable being zero, or Gaussian-distributed. Using the proposed method of uncertainty propagation, the gradients of the logarithms of normalisation constants are derived, that can be used to update a weight distribution. A novel Bayesian NN for sparse coding is designed utilising both the proposed method of uncertainty propagation and Bayesian inference algorithm.

The main contributions of this paper are: (i) for the first time a method for uncertainty propagation through the soft-thresholding nonlinearity is proposed for a Bayesian NN; (ii) an efficient posterior inference algorithm for weights and outputs of NNs with the soft-thresholding nonlinearity is developed; (iii) a novel Bayesian NN for sparse coding is designed.

The rest of the paper is organised as follows. A NN approach for sparse coding is described in Section 2.1. The Bayesian formulation is introduced in Section 2.2. Section 3 provides the experimental results. The proposed forward uncertainty propagation and probabilistic backpropagation methods are given in Appendices A and B.

2 Neural networks for sparse coding

This section presents background knowledge about networks for sparse coding and then describes the novel Bayesian neural network.
The posterior distribution is then
\[
\beta | y, W, S, \gamma, \lambda \sim \text{Gamma} (\gamma; \alpha, \beta),
\]

where \(\alpha\) is a regularisation parameter.

At every iteration \(l\), ISTA obtains the new estimate \(\hat{\beta}_l\) of the target vector \(\beta\) as the linear transformation \(b = Wy + S\hat{\beta}_{l-1}\) propagated through the soft-thresholding function
\[
h_\lambda(b) = \text{sgn}(b) \max(|b| - \lambda, 0),
\]
where \(\lambda\) is a shrinkage parameter. In ISTA, weights \(W\) and \(S\) of the linear transformation are assumed fixed.

In contrast to ISTA, Learned ISTA (LISTA) [11] learns the values of matrices \(W\) and \(S\) based on a set of pairs \([Y, B]\) = \(\{y(n), b(n)\}_{n=1}^{N}\), where \(N\) is the number of these pairs. To achieve this, ISTA is limited with the fixed amount of iterations \(L\) and interpreted as a recurrent NN: every iteration \(l\) of the target vector \(\beta\) of LISTA. A vector \(\beta\) for an observation \(y\) is predicted by Algorithm 1.

**Algorithm 1 LISTA forward propagation**

**Input:** observations \(y\), weights \(W, S\), number of layers \(L\)
1: Dense layer \(b \leftarrow Wy\)
2: Soft-thresholding function \(\hat{\beta}_0 \leftarrow h_\lambda(b)\)
3: for \(l = 1\) to \(L\) do
4: Dense layer \(c_l \leftarrow b + S\hat{\beta}_{l-1}\)
5: Soft-thresholding function \(\hat{\beta}_l \leftarrow h_\lambda(c_l)\)
6: end for
7: Output: \(\hat{\beta} \leftarrow \hat{\beta}_L\)

### 2.2 BayesLISTA

This section introduces the proposed Bayesian version of LISTA (BayesLISTA). The prior distributions are imposed on the unknown weights
\[
p(W) = \prod_{d=1}^{D} \prod_{k=1}^{K} \mathcal{N}(w_{ij}; 0, \eta^{-1}), \quad p(S) = \prod_{d'=1}^{D} \prod_{d''=1}^{D} \mathcal{N}(s_{d',d''}; 0, \eta^{-1}),
\]
where \(\eta\) is the precision of the Gaussian distribution.

For every layer \(l\) of BayesLISTA, \(\hat{\beta}_l\) is assumed to have the spike and slab distribution with the spike probability \(\omega\), the slab mean \(m\), and the slab variance \(v\)
\[
[\hat{\beta}_l]_d \sim \omega_d \delta_0 + (1 - \omega_d)N(m_d, v_d),
\]
where \(\delta_0\) is the delta-function that represents a spike, \([\cdot]_d\) denotes the \(d\)-th component of a vector. In appendix we show that the output of the next layer \(\hat{\beta}_{l+1}\) can be approximated with the spike and slab distribution and, therefore, the output of the BayesLISTA network \(\hat{\beta}\) has the spike and slab distribution.

To introduce the uncertainty of predictions, we assume that the true \(\beta\) is an output \(f(y; S, W, \lambda)\) of the BayesLISTA network corrupted by the additive Gaussian zero-mean noise with the precision \(\gamma\). Then the likelihood of \(B\) is defined as
\[
p(B|Y, W, S, \gamma, \lambda) = \prod_{n=1}^{N} \prod_{d=1}^{D} \mathcal{N}(\beta_d(n); [f(y; S, W, \lambda)]_d, \gamma^{-1})
\]

Gamma prior distributions with parameters \(a^\gamma\) and \(b^\gamma\) are specified on the introduced Gaussian precisions
\[
p(\gamma) = \text{Gam} (\gamma; a^\gamma, b^\gamma), \quad p(\eta) = \text{Gam} (\eta; a^\eta, b^\eta)
\]

The posterior distribution is then
\[
p(W, S, \gamma, \eta|B, Y, \lambda) = \frac{p(B|Y, W, S, \gamma, \lambda)p(W|\eta)p(S|\eta)p(\eta)p(\gamma)}{p(B|Y, \lambda)}
\]
The shrinkage parameter $\lambda$ is a hyperparameter of the model.

In the appendix we describe modification of LISTA forward propagation (Algorithm 1) to include probability distributions of the random variables introduced in this section and also an efficient Bayesian inference algorithm.

3 Experiments

Proposed BayesLISTA is evaluated on sparse coding problems and compared with LISTA [11], ISTA [19] and Fast ISTA (FISTA) [20]. The number of iterations in ISTA and FISTA and the number of layers in NNs is $L$. For quantitative comparison the normalised mean square error (NMSE) is used.

3.1 Predictive performance on synthetic data

First, performance is analysed on synthetic data. We generate $N_{\text{train}} = 1000$ and $N_{\text{test}} = 100$ sparse vectors $\beta^{(n)}$ of size $D = 100$ from the spike and slab distribution with the truncated slab: each component $\beta^{(n)}_d$ is zero with the probability 0.8 or is sampled from the standard Gaussian distribution without interval $(-0.1, 0.1)$ with the probability 0.2. The design matrix $X$ is random Gaussian. The observations $y^{(n)}$ are generated as in (1) with the zero-mean Gaussian noise with the standard deviation 0.5. The shrinkage parameter is set to $\lambda = 0.1$. The algorithms are trained on the training data of size $N_{\text{train}}$ and evaluated on the test data of size $N_{\text{test}}$.

In Figure 1a NMSE for different number of layers (or iterations) $L$ is presented. The observation size is set to $K = 50$. BayesLISTA outperforms competitors. Figure 1b gives NMSE for different observation sizes $K$. The number of layers (iterations) is set as $L = 4$. In the previous experiment, Bayesian and classic LISTA show similar results with this number of layers. Figure 1b confirms this competitive behaviour between two LISTA. ISTA and FISTA underperform the NNs.

3.2 Active learning

To demonstrate a potential scenario that can benefit from uncertainty estimates of BayesLISTA, we consider the active learning example [21]. The active learning area researches ways to select new training subsets to reduce the total number of required supervision. One of the popular approaches in active learning is uncertainty sampling, when the data with the least certain predictions is chosen for labelling. We use a variance of the spike and slab distributed prediction as a measure of uncertainty.

The MNIST dataset [22] is utilised. The dataset contains images of handwritten digits of size $28 \times 28 = 784$. The design matrix $X$ is standard random Gaussian. Observations are generated as $y = X\beta$, where $\beta \in \mathbb{R}^{784}$ are flattened images. The shrinkage parameter $\lambda$ is 0.1, the observation size $K$ is 100.

We use the training data of size 50, the pool data of size 500, and the test data of size 100. The algorithm learns on the training data and it is evaluated on the test data. To actively collect a next data point from the pool, the algorithm is used to predict a point with the highest uncertainty. The selected point is moved from the pool to the training data and the algorithms learns on the updated training data. Overall, 10 pool additions are performed. After every addition the performance is
measured on the test data. We compare the active approach of adding new points from the pool with
the random approach that picks a new data point from the pool at random. The procedure is repeated
for 20 times.

Figure 1c demonstrates performance of the active and non-active methods of updates with BayesLISTA. The active approach with uncertainty sampling steadily demonstrates better results. This means the posterior distribution learnt by BayesLISTA is an adequate estimate of the true posterior.

Appendix C provides additional results on predictive performance on the MNIST data.
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At step 2 of LISTA (Algorithm 1) the Gaussian vector components are taken as an input of the soft-thresholding function. When a Gaussian random variable \( x \sim \mathcal{N}(m, \sigma) \) is propagated through the soft-thresholding operator \( y = \text{sign}(x) \max(\text{sign}(x) - \lambda, 0) \), the probability mass of the resulting random variable \( y \) is split into two parts. The values of \( x \) from the interval \([-\lambda, \lambda]\) are converted to 0 by the soft-thresholding operator. Therefore, the probability mass of the original distribution that lies in \([-\lambda, \lambda]\) is squeezed into the probability of \( y = 0 \) being zero. The values of \( x \) from outside of the \([-\lambda, \lambda]\) interval are shifted towards 0. The distribution of \( y \neq 0 \) then represents the tails of the original Gaussian distribution. The distribution of \( y \) can be then parametrised by the probability of being zero, \( \omega \), the mean \( m^* \) and the variance \( \nu^* \) of the truncated Gaussian distribution. Therefore, we approximate the distribution of \( \hat{\beta}_0 \) at step 2 with a spike and slab distribution with parameters: the spike probability \( \omega \), the slab mean \( m^* \), and variance \( \nu^* \).

**Main layers**

At step 4 of LISTA (Algorithm 1) the vector \( b \) and matrix \( S \) consist of Gaussian components:

\[
b_d \sim \mathcal{N}(m_{d0}, v_{d0}^2), \quad s_{d'} \sim \mathcal{N}(m_{d0}, v_{d0}^2), \quad \text{and} \quad \hat{\beta}_{l-1} \text{ is a vector of the spike and slab random variables: } [\hat{\beta}_{l-1}]_d \sim \omega_d \delta_0 + (1 - \omega_d)\mathcal{N}(m_d, v_d).\n\]

It can be shown that the expected value and variance of a spike and slab distributed variable \( \xi \) with the probability of spike \( \omega \) are:

\[
E(\xi) = (1 - \omega)m, \quad \text{Var}(\xi) = (1 - \omega)(\nu + \omega m^2). \quad (8)
\]

It can also be shown that if components of the matrix \( S \) and vector \( \hat{\beta}_{l-1} \) are mutually independent then the components \([e_l]_d \) of their product \( e_l = S\hat{\beta}_{l-1} \) have the marginal mean and variances:

\[
m_{d}^* \equiv E[e_l]_d = \sum_{d'}^D m_{d}^* (1 - \omega_{d'}) m_{d'}, \quad \text{(9a)}
\]

\[
v_{d}^* \equiv \text{Var}[e_l]_d = \sum_{d'}^D [(m_{d}^* m_{d'})^2 (1 - \omega_{d'})^2 v_{d'} + (1 - \omega_{d'}) (2 m_{d} m_{d'}) v_{d}^* v_{d'} + v_{d}^*(1 - \omega_{d'})^2 v_{d'}]. \quad (9b)
\]
According to the Central Limit Theorem \([e_t]_d\) can be approximated as a Gaussian-distributed variable when \(D\) is sufficiently large. The parameters of this Gaussian distribution are the marginal mean and variance given in (9).

The output \(c_t\) at step 4 is then represented as a sum of two Gaussian-distributed vectors: \(b\) and \(e_t\), i.e. it is a Gaussian-distributed vector with components \(c_d \sim \mathcal{N}(m_d^{\beta}, v_d^{\beta})\), where \(m_d^{\beta} = m_d^b + m_d^e\) and \(v_d^{\beta} = v_d^b + v_d^e\).

Then \(\tilde{\beta}_d\) at step 5 of LISTA (Algorithm 1) is the result of soft-thresholding of a Gaussian variable, which is approximated with the spike and slab distribution, similar to step 2 (section A). Thus, all the steps of BayesLISTA are covered and distributions for outputs of these steps are derived.

**B Appendix: Backpropagation**

The exact intractable posterior (7) is approximated with a factorised distribution

\[
q(W, S, \gamma, \eta) = \prod_{d=1}^{D} \prod_{k=1}^{K} \mathcal{N}(w_{dk}; m_{dk}^{\gamma}, v_{dk}^{\gamma}) \prod_{d'=1}^{D} \prod_{d''=1}^{D} \mathcal{N}(s_{d'd''}; m_{d'd''}^{\eta}, v_{d'd''}^{\eta}) \\
\times \text{Gam}(\gamma; a^{\gamma}, b^{\gamma}) \text{Gam}(\eta; a^\eta, b^\eta)
\]  

(10)

Parameters of approximating distributions are updated with the assumed density filtering (ADF) and expectation propagation (EP) algorithms derived on the derivatives of the logarithm of a normalisation constant (based on 6). ADF iteratively incorporates factors from the true posterior \(p\) in (7) into the factorised approximating distribution \(q\) in (10), whereas EP iteratively replaces factors in \(q\) by factors from \(p\).

When a factor from \(p\) is incorporated into \(q\), \(q\) has the form \(q(a) = Z^{-1} f(a) \mathcal{N}(a; m, v)\) as a function of weights \(W\) and \(S\), where \(Z\) is the normalisation constant and \(f(a)\) is an arbitrary function, \(a \in \{w_{dk}, s_{d'd''}\}\). New parameters of the Gaussian distribution for \(a\) can be computed as [23]

\[
m := m + v \frac{\partial \log Z}{\partial m}, \quad v := v - v^2 \left[ \left( \frac{\partial \log Z}{\partial m} \right)^2 - 2 \frac{\partial \log Z}{\partial v} \right]
\]  

(11)

Then for new values of \(W\) and \(S\) derivatives of the logarithm of \(Z\) are required when the factor of \(p\) is incorporated in \(q\).

With the likelihood factors \(5\) of \(p\) the ADF approach is employed and they are iteratively incorporated into \(q\). The normalisation constant of \(q\) with the likelihood term for the data point \(n\) incorporated is (let \(z_d\) denote (to simplify notation the superscript \(n\) is omitted)

\[
Z = \int \prod_{d=1}^{D} \mathcal{N}(\beta_d; [f(y; S, W, \lambda)]_d, \gamma^{-1}) q(W, S, \gamma, \eta) dW dS d\gamma d\eta
\]  

(12)

Assuming the spike and slab distribution for \(\tilde{\beta}\), the normalisation constant can be approximated as

\[
Z \approx \prod_{d=1}^{D} \left[ \omega_d^{\beta} \mathcal{T}(\beta_d; 0, \beta'/(\alpha \gamma), 2\alpha \gamma) + \left( 1 - \omega_d^{\beta} \right) \mathcal{N} \left( \beta_d; m_d^{\beta}, \beta'/((\alpha \gamma) - 1) + v_d^{\beta} \right) \right]
\]  

(13)

where \(\{\omega_d^{\beta}, m_d^{\beta}, v_d^{\beta}\}\) are the parameters of the spike and slab distribution for \(\tilde{\beta}_d\). Parameters of \(q\) are then updated with the derivatives of \(Z\) according to (11).

Prior factors \(3\) and \(6\) from \(p\) are incorporated into \(q\) with the EP algorithm \(6\), i.e. they replace the corresponding approximating factors from \(q\), and then \(q\) is updated to minimise the Kullback–Leibler divergence.

**C Appendix: Predictive performance on MNIST data**

In this experiment, the methods are evaluated on the MNIST dataset in terms of predictive performance. We use 100 images for training and 100 for test.
Figures 2a and 2b present NMSE with observation sizes 100 and 250. The experiment with $K = 100$ presents severe conditions for the algorithms: the limited size of the training dataset combined with the small dimensionality of observations. BayesLISTA is able to learn under these conditions, significantly outperforming LISTA. Under better conditions of the second experiment with $K = 250$, both NNs converge to the similar results. However, BayesLISTA demonstrates a remarkably better convergence rate. ISTA and FISTA are unable to perform well in these experiments.