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Abstract

The current scalable Bayesian methods for Deep Neural Networks (DNNs) often rely on the Fisher Information Matrix (FIM). For the tractable computations of the FIM, the Kronecker-Factored Approximate Curvature (K-FAC) method is widely adopted, which approximates the true FIM by a layer-wise block-diagonal matrix, and each diagonal block is then Kronecker-factored. In this paper, we propose an alternative formulation to obtain the Kronecker-factored FIM. The key insight is to cast the given FIM computations into an optimization problem over the sums of Kronecker products. In particular, we prove that this formulation is equivalent to the best rank-one approximation problem, where the well-known power iteration method is guaranteed to converge to an optimal rank-one solution - resulting in our novel algorithm: the Kronecker-Factored Optimal Curvature (K-FOC). In a proof-of-concept experiment, we show that the proposed algorithm can achieve more accurate estimates of the true FIM when compared to the K-FAC method.

1 Introduction

Any information a DNN has learned from training data is encoded in its parameters or weights. The concept of Fisher Information \cite{19} attempts to measure such encoded information and the FIM - a fundamental quantity that characterizes the information content of a model - manifests itself across various domains of deep learning research. Some examples include approximate Bayesian inference \cite{20, 22}, optimization \cite{21, 4}, continual learning \cite{13, 27}, information-theoretic understandings of deep models and beyond \cite{12, 18}. In particular to Bayesian methods, many recent techniques such as Laplace Approximation \cite{28, 17} and Variational Inference with natural gradients \cite{22, 32} have shown both scalability and performance by exploiting the concept of Fisher Information \cite{7}.

In this line of research, the Kronecker-Factored Approximate Curvature (K-FAC) method \cite{21} is widely used in practice. Approximating the true FIM by ignoring the mutual information between each DNN layer and further assuming a Kronecker-factored FIM, the K-FAC has an advantage in striking the balance between the computational tractability and the fidelity of approximations \cite{11}. However, the K-FAC also makes significant assumptions, i.e. given two squared matrices $A$ and $B$, the K-FAC approximates their Kronecker-factored expectations: $\mathbb{E}[A \otimes B] \approx \mathbb{E}[A] \otimes \mathbb{E}[B]$. This assumption of statistical independence does not hold in general \cite{31}, and there have been steady improvements to K-FAC in terms of efficiency and applicability across different communities \cite{23, 31}.

In this work, we relax the given assumption in the K-FAC and develop an alternative algorithm to obtain a more accurate Kronecker-factored FIM. To this end, we make the following contributions:

- We propose K-FOC: an optimal and scalable method for the FIM computations of neural networks (both fully-connected and convolutional). For K-FOC, we prove that an optimization formulation over the sums of Kronecker products is equivalent to the best rank-one approximation problem,
and propose the power iteration method as a solution. The proof of convergence is also provided in the paper.

- We empirically show that the proposed method can be more accurate than the K-FAC. The analysis of computational complexities is also detailed, with which, we outline two different versions of K-FOC that exhibit a trade-off between approximation quality and memory consumption.

In the context of continual learning for recurrent neural networks, the recent work of Kao et al. [11] pioneers the K-FAC method as an optimization problem over the sums of Kronecker products. However, Kao et al. [11] rely on solvers that are cubic in cost (for example, QR and singular value decomposition) which can be prohibitively too expensive for DNN parameter space, especially for convolutional layers. In this sense, our method presents for the first time to our knowledge, a scalable algorithm that imposes the K-FAC method as an optimization problem. With this, we hope to augment the FIM-based Bayesian methods for DNNs [5, 29, 14, 25].

2 Background and Notation

In this section, we introduce our notations on DNNs and provide background on the K-FAC method.

Preliminaries on Neural Networks. In this work, we adapt the notation of Grosse and Martens [8] as follows. For defining a DNN generally, we consider a layered architecture each consisting of a parameterized function \( \phi_l \) followed by a non-linear activation function \( \sigma_l \):

\[
s^l = \phi_l(a^{l-1}) \quad \text{and} \quad a^l = \sigma_l(s^l),
\]

for layer \( l \in [L] := \{1, \ldots, L\} \), \textit{pre-activations} \( s^l \) and \textit{activations} \( a^l \). In the following, we consider one specific layer \( l \in [L] \). For this, we drop the layer index \( l \) and define the corresponding pre-activation as \( s := s^l \) and the activation from the previous layer as \( a := a^{l-1} \).

For the parameterized function \( \phi \), we investigate both the fully-connected and the convolutional layers. Firstly, a fully-connected layer is a matrix multiplication on the previous activation, \textit{i.e.}

\[
\phi(a) = W\begin{pmatrix} a \\ 1 \end{pmatrix} =: W\hat{a},
\]

where the activations and pre-activations are vectors, \( s \in \mathbb{R}^{d_l}, a \in \mathbb{R}^{d_{l-1}} \), and the weight matrix contains the bias in the last column \( W \in \mathbb{R}^{d_l \times (d_{l-1} + 1)} \). On the other hand, convolutional layers are linear transformations on tensors with weight sharing among the spatial positions. To ease the notation, we use a multi-index notation for the spatial position, \textit{i.e.} \( s_{k, i, j} \) for the pre-activation \( s \in \mathbb{R}^{c_l \times h_l \times w_l} \). Similarly, the activation is also a three-tensor \( a \in \mathbb{R}^{c_{l-1} \times h_{l-1} \times w_{l-1}} \) and we use \( T = [h_l] \times [w_l] \) as the set of spatial positions. The weight is a four-tensor \( W \in \mathbb{R}^{c_l \times h_l \times w_l^{\Delta}} \) with corresponding spatial positions \( \Delta = [h_l^{\Delta}] \times [w_l^{\Delta}] \). Then the convolutional layer is defined as:

\[
\phi(a)_{k, t} = b_k + \sum_{k' = 1}^{c_{l-1}} \sum_{\delta \in \Delta} W_{k, k', \delta} a_{k', \zeta(t, \delta)}
\]

with the index function \( \zeta(t, \delta) = (t - 1) \odot r - p + \delta \) using stride \( r \in \mathbb{N}^2 \), padding \( p \in \mathbb{N}^2 \) and \( \odot \) to denote the Hadamard product. We define \( a_{k', t'} := 0 \) if \( t' \not\in [h_{l-1}] \times [w_{l-1}] \). By transforming the activations into a \( |T| \times (c_{l-1}|\Delta| + 1) \)-sized matrix \( \hat{a} \) where row \( t \) is defined by the row-vector

\[
\hat{a}_t = \text{vec}(a_{k', \zeta(t, \delta)})_{k' \in [c_{l-1}], \delta \in \Delta, 1})^T
\]

and the weight into an \( c_l \times (c_{l-1}|\Delta| + 1) \)-sized matrix \( \hat{W} \) by the vectorization of the last three dimensions and appending of the bias vector to the last row, the layer is equivalent to the matrix product:
\[ \hat{s} = \hat{a}(\hat{W})^T. \] (5)

In contrast to Martens and Grosse [21], we use row vectorization (consistent with PyTorch [24]).

**Kronecker-Factored Approximate Curvature.** Having defined a DNN, we now describe the K-FAC [8], which is a popular method to compute the FIM of neural networks. Consider a conditional probability density \( p(y|\mathbf{x}, \theta) \) given by a neural network with the weight-vector \( \mathbf{\theta} = \text{vec} \left( (\mathbf{W}^l)_{l \in [L]} \right) \), where \( W^l \) is the weight matrix corresponding to layer \( l \). Then the FIM is defined as

\[
F = \mathbb{E}_{x \sim Q_x} \mathbb{E}_{y \sim p(\cdot|x, \theta)} \left[ \frac{d \ln p(y|x, \theta)}{d \theta} \frac{d \ln p(y|x, \theta)}{d \theta}^T \right],
\] (6)

with the unknown data distribution \( Q_x \) [21]. This is usually approximated with the empirical distribution over the training data \( \hat{Q}_x \) and it is computed over batches \( B_p = ((x^p_k, y^p_k))_{k=1}^{N_p} \) with \( x \sim \hat{Q}_x \) and \( y \sim p(\cdot|x, \theta) \) for \( p \in [P] \). For the sake of an easier notation, we write \( \mathbb{E} \) instead of \( \mathbb{E}_{x \sim Q_x} \mathbb{E}_{y \sim p(\cdot|x, \theta)} \) and \( D_y = \frac{d \ln p(y|x, \theta)}{d \theta} \) for the derivative of the log-likelihood in the following.

The full FIM and even a block-diagonal approximation without correlations between different layers are usually not feasible to store or compute for modern neural networks [21]. Common approximations of the block-diagonal form are by a diagonal or a Kronecker-factored matrix. The second approximation comes from the fact that for a single sample, the FIM is the sum of Kronecker-products of the expectation is used to leverage the benefits of Kronecker factorization. For example, the Kronecker factorization enables the storage of two smaller matrices rather than a prohibitively large matrix [21]. However, these factorizations assume that the activations and the corresponding pre-activations of DNNs are statistically independent, which is usually not met in practice. Furthermore, additional assumptions like the independence of the first and second order statistics of the spatial positions are used for convolutional layers, which might impair the approximation quality of the method.

In the following, we use the superscript \( k \) to denote the correspondence of the (pre-) activation and their gradients to the sample \( (x^k_p, y^k_p) \) \( \in B_p \) for \( p \in [P] \). Moreover, we assume the FIM to be block-diagonal.
3 The Proposed Method

Now, we present K-FOC, which is the proposed method for computing the FIM of DNNs. In this section, we first formulate the FIM computations as an optimization problem over the sums of Kronecker products, followed by its connection to the best rank-one problem and the power iteration method as its solution (section 3.1). Then, we discuss the derived Algorithm (section 3.2).

3.1 Approximation of Sums of Kronecker Products

The FIM approximated on a batch $B_p$ is a sum of Kronecker-factored matrices for both fully-connected and convolutional layers, namely $\sum_{k=1}^{K_p} Ds^k (Ds^k)^T \otimes \frac{1}{K} \bar{\alpha}^k (\bar{a}^k)^T$ and $\sum_{k=1}^{K_p} \sum_{i \in T} \sum_{v \in T} Ds^k_i (Ds^k_v)^T \otimes \frac{1}{K} \bar{a}^k (\bar{a}^k)^T$. The resulting approximation of the FIM is in general not Kronecker-factored. Nonetheless, a Kronecker-factored approximation brings many advantages like low memory consumption, easy computations of the inverse, and a fast sampling from the corresponding matrix variate distribution [21]. Hence, we aim to find Kronecker-factors that better approximate the FIM. This boils down to approximating a sum of Kronecker-factored matrices (similar to Kao et al. [11]) by one Kronecker-factored matrix, i.e. for $M, N, K \in \mathbb{N}$, $L^k \in \mathbb{R}^{M \times M}$ and $R^k \in \mathbb{R}^{N \times N}$ for $k \in [K]$ we aim to find:

$$\hat{L}, \hat{R} \in \arg \min_{L \in \mathbb{R}^{M \times M}, R \in \mathbb{R}^{N \times N}} \| \sum_{k=1}^{K} L^k \otimes R^k - L \otimes R \|_F. \quad (10)$$

In general, a solution of equation (10) is not unique. This can be seen by scaling the left factor $\hat{L}$ by $\alpha \neq 0$ and $\hat{R}$ by $\frac{1}{\alpha}$. Thus, in the following, we additionally assume that $\hat{L}$ is normalized, $\| \hat{L} \|_F = 1$. The choice that $\hat{L}$ is normalized is arbitrary and one could achieve all results presented in this work when instead $\hat{R}$ would be normalized. As it turns out, the problem is equivalent to a rank-one approximation as proven in the lemma below.

Lemma 3.1. Let $M, N, K \in \mathbb{N}$, $L^k \in \mathbb{R}^{M \times M}$ and $R^k \in \mathbb{R}^{N \times N}$ for $k \in [K]$. Then

$$\| \sum_{k=1}^{K} L^k \otimes R^k - L \otimes R \|_F = \| \sum_{k=1}^{K} \text{vec}(L^k) \text{vec}(R^k)^T - \text{vec}(L) \text{vec}(R)^T \|_F. \quad (11)$$

Proof. See Appendix A.1 □

Therefore, one can use the power method to solve this problem. Nonetheless, each step of the plain power method consists of a matrix multiplication with an $M^2 \times N^2$-sized matrix, which is in general not feasible for layers of modern neural networks. The complexity can be reduced by utilizing that the matrix is a sum of few rank-one matrices. This is shown in Algorithm 1. With this, the convergence properties of the power method are achieved with a computational complexity of $O(n^{\text{max}} K (N^2 + M^2))$. Also, only $O(K (N^2 + M^2))$ memory is needed. Here, we assume that a matrix multiplication $AB$ for $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{n \times k}$ has the complexity $O(mnk)$ while a Hadamard product $A \odot C$ for $C \in \mathbb{R}^{m \times n}$ can be computed in $O(mn)$. The correctness of Algorithm 1 is shown in Lemma 3.2.

Lemma 3.2. Let $A = \sum_{k=1}^{K} \text{vec}(L^k) \text{vec}(R^k)^T$ and $A = \sum_{i=1}^{r} \sigma_i u_i v_i^T$ be its singular value decomposition with $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r > 0$ and $u_i^T v_j = \mathbb{I}[i = j]$. Then there is a solution of equation (10) with

$$\text{vec}(\hat{L}) = u_1, \text{vec}(\hat{R}) = \sigma_1 v_1. \quad (12)$$

If $\sigma_1 > \sigma_2$, the solution is unique up to changing the sign of both factors and Algorithm 1 converges almost surely to this solution.

4
Remark. Lemma 3.2 shows that Algorithm 1 is equivalent to the power method for the corresponding best rank-one problem. Therefore, convergence rates and error bounds are directly inherited from the power method, see e.g. [26].

Algorithm 1: Power method for sums of Kronecker products

```
1 function kronecker_power_method((L^k)_{k∈[K]}, (R^k)_{k∈[K]})
2 vec(̂L^{(0)}) ← N(0, I) ▷ standard normal initialization of ̂L^{(0)}
3 L^{(0)} ← ̂L^{(0)}∥L^{(0)}∥_F ▷ normalize ̂L^{(0)}
4 for n ∈ n^{max} do
5  ̂R^{(n)} ← \sum_{k=1}^{K} (L^k, L^{(n-1)})_F R^k ▷ first power iteration step
6  R^{(n)} ← ̂R^{(n)}∥R^{(n)}∥_F ▷ normalize ̂R^{(n)}
7  ̂L^{(n)} ← \sum_{k=1}^{K} (R^k, R^{(n)})_F L^k ▷ second power iteration step
8  L^{(n)} ← ̂L^{(n)}∥L^{(n)}∥_F ▷ normalize ̂L^{(n)}
9  if ∥L^{(n)} - L^{(n-1)}∥_F < \delta then
10    break
11  ̂R ← \sum_{k=1}^{K} (L^k, L^{(n)})_F R^k ▷ first power iteration step
```

3.2 Kronecker-Factored Optimal Curvature

Now, we present K-FOC for both fully-connected and convolutional layers. For fully-connected layers, one can apply Algorithm 1 with \( L^k = Ds^k(Ds^k)^T \) and \( R^k = ̂a^k(̂a^k)^T \) for \( k ∈ [K_p] \) for batch \( p ∈ [P] \) to obtain the optimal Kronecker factors for this batch. The resulting computational complexity is \( O(n^{max}K_p(d^2 - 1 + d^2)) \) with a memory consumption of \( O(K_p(d^2 - 1 + d^2)) \). Compared to fully-connected layers, convolutional layers involve a sum over \( |T|^2 = h^2w^2 \) Kronecker factors in equation [8]. Hence, the complexity of directly applying Algorithm 1 with \( L^{k,t,t'} = Ds^k(Ds^k)^T \) and \( R^{k,t,t'} = ̂a^k(̂a^k)^T \) would be \( O(n^{max}K_p|T|^2(c_1-1|Δ| + 1)^2 + c^2_1) \) and would use \( O(K_p|T|^2((c_1-1|Δ| + 1)^2 + c^2_1)) \) memory, which is usually not feasible especially for high-resolution images. To reduce the complexity, one can incorporate that each Kronecker factor is an outer product of two vectors and that the summation is over all combinations of \( t ∈ T \) and \( t' ∈ T \). With this, line 7 of Algorithm 1 can be computed as

\[
\sum_{k=1}^{K_p} \sum_{t,t' ∈ T} \langle Ds^k(Ds^k)^T, L^{(n-1)} \rangle_F ̂a^k(̂a^k)^T = \sum_{k=1}^{K_p} (Ds^k)^T ̂a^k L^{(n-1)}(̂a^k)^T Ds^k. \tag{13}
\]

Line 5 can be computed similarly. Altogether, one can pre-compute the matrix

\[
X^k ← (Ds^k)^T ̂a^k \quad \text{for } k ∈ [K] \tag{14}
\]

in advance and in each iteration, lines 5 and 7 can be replaced by

\[
̂R^{(n)} ← \sum_{k=1}^{K_p} X^k L^{(n-1)}(X^k)^T \quad \text{and} \quad ̂L^{(n)} ← \sum_{k=1}^{K_p} (X^k)^T R^{(n)} X^k, \tag{15}
\]
respectively. The full adaption of Algorithm 1 for convolutions is shown in Algorithm 2.

**Algorithm 2:** Power method for convolutions

\begin{align}
(Ds^k)_{k \in [K]} \quad & \text{pre-activation derivatives} \\
(\hat{a}^k)_{k \in [K]} \quad & \text{activations} \\
n_{\text{max}} = 100 \quad & \text{maximal number of steps} \\
\delta = 10^{-5} \quad & \text{stopping precision} \\
\end{align}

**input:** $\hat{\bar{L}}, \hat{\bar{R}} \in \text{arg min}_{\bar{L}, \bar{R}} \frac{1}{K} \sum_{k=1}^{K} \sum_{t \in T} \sum_{t' \in T} Ds^k (Ds^k)_t \hat{a}_t \hat{a}^k (\hat{a}^k)^T - L \otimes R_F$

**output:** $\hat{\bar{L}}, \hat{\bar{R}} \in \text{arg min}_{\bar{L}, \bar{R}} \frac{1}{K} \sum_{k=1}^{K} \sum_{t \in T} \sum_{t' \in T} Ds^k (Ds^k)_t \hat{a}_t \hat{a}^k (\hat{a}^k)^T - L \otimes R_F$

1. function kronecker_power_method_convolutions($((Ds^k)_{k \in [K]}, (\hat{a}^k)_{k \in [K]})$

\begin{align}
\text{vec}(\bar{L}(0)) & \leftarrow N(0, I) \quad \triangleright \text{standard normal initialization of } \bar{L}(0) \\
L(0) & \leftarrow \frac{\bar{L}(0)}{\|\bar{L}(0)\|_F} \quad \triangleright \text{normalize } \bar{L}(0) \\
X^k & \leftarrow (Ds^k)^T \hat{a}^k \text{ for } k \in [K] \quad \triangleright \text{pre-compute } X^k \\
\text{for } n \in n_{\text{max}} \text{ do} \\
\quad \bar{R}(n) & \leftarrow \frac{\sum_{k=1}^{K} \left( X^k L(n-1)^T \right)}{\|X^{(n)}\|_F} \quad \triangleright \text{first power iteration step} \\
\quad \bar{R}(n) & \leftarrow \frac{\|\bar{R}(n)\|_F}{\|\bar{R}(n)\|_F} \quad \triangleright \text{normalize } \bar{R}(n) \\
\quad \bar{L}(n) & \leftarrow \frac{\sum_{k=1}^{K} \left( X^k \bar{R}(n) X^k \right)^T}{\|\bar{L}(n)\|_F} \quad \triangleright \text{second power iteration step} \\
\quad \bar{L}(n) & \leftarrow \frac{\|\bar{L}(n)\|_F}{\|\bar{L}(n)\|_F} \quad \triangleright \text{normalize } \bar{L}(n) \\
\quad \text{if } \|\bar{L}(n) - \bar{L}(n-1)\|_F < \delta \text{ then} \\
\quad \quad \text{break} \\
\quad \bar{L} & \leftarrow \bar{L}(n) \\
\quad \bar{R} & \leftarrow \frac{1}{K} \sum_{k=1}^{K} X^k L(n)^T \quad \triangleright \text{first power iteration step} \\
\end{align}

The computational complexity hence reduces to $O(K_p(c_{l-1} |\Delta| + 1) |T| c_l + n_{\text{max}} K_p(c_{l-1} |\Delta| + 1) c_l(c_{l-1} |\Delta| + 1 + c_l))$. Moreover, only $O((c_{l-1} |\Delta| + 1)^2 + c_l^2 + K_p |T|(c_{l-1} |\Delta| + 1 + c_l))$ memory is needed. This is of the same order as K-FAC if $|T| > n_{\text{max}} \max\{|c_{l-1} |\Delta| + 1, c_l\}$. Furthermore, we note that the adaption of the power method for convolutions can also be applied to fully-connected layers by viewing them as convolutional layers with $T = \{1\}$. While the complexity usually increases to $O(K_p d_{l-1} d_l + n_{\text{max}} K_p d_{l-1} d_l (d_{l-1} + d_l))$ with this approach, the memory needed is reduced for large batch sizes to $O(d_{l-1}^2 + d_l^2 + K_p (d_{l-1} + d_l))$.

So far, with this method, optimal factors for a batch of samples can be found with a practical complexity and memory consumption. However, the optimal factors ($L^p, R^p$) for the batches $B_p, p \in [P]$ additionally need to be aggregated to obtain the FIM. Similar to K-FAC, independence between different batches can be assumed and the FIM could be estimated as $F_l \approx (\sum_{p=1}^{P} L^p) \otimes (\frac{1}{P} \sum_{p=1}^{P} R^p)$, denoted as K-FOC_approx in the following. Empirically, this does not hold in general and the approximation quality worsens for small batch sizes. Another possibility is to collect all factors in one step. In a second step the optimal factors $\hat{\bar{L}}, \hat{\bar{R}} \in \text{arg min}_{\bar{L}, \bar{R}} \| \sum_{p=1}^{P} L^p \otimes \frac{1}{P} R^p - L \otimes R \|_F$ can be computed using the power method and the estimate of the FIM is given by $F_l \approx \hat{\bar{L}} \otimes \hat{\bar{R}}$. A drawback of this method is that the factors of all batches need to be kept in memory.

A trade-off between approximation quality and memory consumption is approximating the running average $\bar{L}, \bar{R} \in \text{arg min}_{\bar{L}, \bar{R}} \| \bar{L}^p-1 \otimes \frac{p-1}{P} \bar{R}^p-1 + \frac{1}{P} R^p - L \otimes R \|_F$ with $\bar{L}^1 = \bar{L}^1, \bar{R}^1 = R^1$ for each batch. The FIM can then be approximated as $F_l \approx \bar{L}^p \otimes \bar{R}^p$ and only the running average and the current matrices need to be kept in memory resulting in the same memory consumption as K-FOC_approx with a small additional computational overhead. We denote this variant of K-FOC as K-FOC_running. Next, we evaluate the proposed approaches empirically.

4 Experiments and Results

We now present our experiments, which are designed to check the approximation quality of the K-FOC when compared to the K-FAC. To compute the FIM, we draw one sample from the model’s predictive distribution for each data point and use the same samples for the ground truth block.
diagonal FIM as for all approximations. To this end, we compare the relative Frobenius error with respect to the ground-truth FIM. All experiments are implemented in PyTorch [24] on top of the curvature library [17,10,30] and are run on an Nvidia RTX 3060 GPU.

4.1 Fully-Connected Layers

Experiment Set-up. To validate the method on fully-connected layers, we train a fully-connected neural network with one hidden layer on the three UCI datasets Boston Housing, Concrete Compression Strength and Energy Efficiency, following Hernández-Lobato and Adams [9] and Lee et al. [17]. Similar to their work, the hidden layer also consists of 50 units. For all three datasets, the FIM is computed over the full dataset.

Results. The first row of Figure [1] shows the results of the fully-connected network for the Boston Housing dataset. The results on the other UCI datasets show a similar qualitative behavior and are shown in Appendix A.3. For each method, the mean error is depicted with a thick line in addition to the minimal and maximal values among the ten runs in the light area. One can observe that K-FAC is strictly better in terms of the Frobenius error compared to the diagonal approximation. The
K-FOC approximation with the independence assumptions (K-FOC_approx) usually improves with an increasing batch size and surpasses K-FAC starting at around a batch size of 10. The K-FOC approximation that estimates the running average (K-FOC_running) performs best even though the difference between the two K-FOC methods diminishes for large batch sizes. The runtime for this experiment is analyzed in Appendix A.4.

4.2 Convolutional Layers

Experiment Set-up. For convolutional layers, the method is validated on the first two convolutional layers of a LeNet-5 [15] architecture on the MNIST dataset [16]. The FIM and its approximations are computed over the training split of the dataset.

Results. In the second row of Figure 1, one can see the relative error on the first two convolutional layers. Similar to the fully-connected experiment, one can observe that K-FOC_approx is usually closer to the block-diagonal matrix than the K-FAC and the diagonal approximation. Nonetheless, the approximation quality highly depends on the specific run and the variance between the runs is in general high. K-FOC_running consistently outperforms all other methods by a large margin and has a lower variance than K-FOC_approx. For both K-FOC methods, the relative error decreases with an increasing batch size, which is not the case for K-FAC or the diagonal method.

5 Conclusion

In this paper, we propose the Kronecker-Factored Optimal Curvature (K-FOC) in order to compute the Fisher Information Matrix (FIM) more accurately, while preserving the Kronecker structure. Our algorithm relies on an optimization formulation over the sums of Kronecker products. Concretely, we show that this formulation is equivalent to the best rank-one approximation problem and prove that the power iteration method can converge to an optimal rank-one solution. While the analysis of computational complexities is detailed in the paper, we perform experiments to demonstrate that the K-FOC can yield higher accuracy than the widely adopted K-FAC method.
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A Appendix

A.1 Proof of Lemma 3.1

Lemma 3.1 Let $M, N, K \in \mathbb{N}, L^k \in \mathbb{R}^{M \times M}$ and $R^k \in \mathbb{R}^{N \times N}$ for $k \in [K]$. Then

$$\| \sum_{k=1}^{K} L^k \otimes R^k - L \otimes R \|_F = \left\| \sum_{k=1}^{K} \text{vec}(L^k) \text{vec}(R^k)^T - \text{vec}(L) \text{vec}(R)^T \right\|_F. \tag{11}$$

Proof. Let $i, j \in [MN]$. Then the $i, j$-th entry of the left matrix is

$$\left( \sum_{k=1}^{K} L^k \otimes R^k - L \otimes R \right)_{i,j} = \sum_{k=1}^{K} L^k_{i_1,j_1} R^k_{i_2,j_2} - L_{i_1,j_1} R_{i_2,j_2}$$

$$= \left( \sum_{k=1}^{K} \text{vec}(L^k) \text{vec}(R^k)^T - \text{vec}(L) \text{vec}(R)^T \right)_{M(i_1-1) + j_1, N(i_2-1) + j_2}, \tag{16}$$

with $i = N(i_1-1) + i_2$, $j = N(j_1-1) + j_2$. Hence, both matrices have the same entries and only the order of the entries is in general different. Therefore, the sum over the squared entries and thus the Frobenius norm is the same

$$\| \sum_{k=1}^{K} L^k \otimes R^k - L \otimes R \|_F^2 = \sum_{i=1}^{M} \sum_{j=1}^{N} \left( \sum_{k=1}^{K} L^k \otimes R^k - L \otimes R \right)_{i,j}^2$$

$$= \sum_{i_1,j_1=1}^{N} \sum_{i_2,j_2=1}^{M} \sum_{k=1}^{K} \left( L^k_{i_1,j_1} \otimes R^k_{i_2,j_2} - L_{i_1,j_1} \otimes R_{i_2,j_2} \right)^2$$

$$= \sum_{i_1,j_1=1}^{N} \sum_{i_2,j_2=1}^{M} \sum_{k=1}^{K} \text{vec}(L^k) \text{vec}(R^k)^T - \text{vec}(L) \text{vec}(R)^T \right)_{M(i_1-1) + j_1, N(i_2-1) + j_2}^2$$

$$= \| \sum_{k=1}^{K} \text{vec}(L^k) \text{vec}(R^k)^T - \text{vec}(L) \text{vec}(R)^T \|_F^2 \tag{17}$$

A.2 Proof of Lemma 3.2

Lemma 3.2 Let $A = \sum_{k=1}^{K} \text{vec}(L^k) \text{vec}(R^k)^T$ and $A = \sum_{j=1}^{r} \sigma_j u_j v_j^T$ be its singular value decomposition with $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r > 0$ and $u_i^T u_j = v_i^T v_j = I[i = j]$. Then there is a solution of equation (10) with

$$\text{vec}(\hat{L}) = u_1, \text{vec}(\hat{R}) = \sigma_1 v_1. \tag{12}$$

If $\sigma_1 > \sigma_2$, the solution is unique up to changing the sign of both factors and Algorithm 1 converges almost surely to this solution.

Proof. The main idea of the proof is to use Lemma 3.1 to identify the problem with a best rank-one approximation. The algorithm then corresponds to the power method that utilizes the Kronecker factorization for a faster and memory-efficient computation of the matrix-vector products in the Kronecker matrix space.

By the Eckart–Young–Mirsky theorem [6], an optimal rank-one approximation for $A$ in the Frobenius norm is

$$\sigma_1 u_1 v_1^T \in \arg \min_{\hat{A} \in \mathbb{R}^{M^2 \times N^2}, \text{rank}(\hat{A}) = 1} \| A - \hat{A} \|_F, \tag{18}$$
which is unique up to changing the sign of both factors if \( \sigma_1 > \sigma_2 \).

Therefore, the matrices \( L \) and \( \hat{R} \) that satisfy equation (12) are optimal solutions of equation (10). Moreover, the left factor is normalized, e.g. \( \| \hat{L} \|_F = \| u_1 \|_2 = 1 \).

The equivalence of Algorithm 1 with the power method can be seen by multiplying \( AA^T \) with \( \text{vec}(L^{(n-1)}) \) for \( L^{(n-1)} \in \mathbb{R}^{N^2} \):

\[
AA^T \text{vec}(L^{(n-1)}) = \sum_{k=1}^{K} \text{vec}(R^k) \text{vec}(L^k)^T \text{vec}(L^{(n-1)})
\]

(19)

\[
= \sum_{k=1}^{K} \langle L^k, L^{(n-1)} \rangle_F \text{vec}(R^k)
\]

(20)

\[
= \text{vec}(\tilde{R}^{(n)})
\]

(21)

and

\[
AA^T \text{vec}(L^{(n-1)}) = \sum_{k=1}^{K} \text{vec}(L^k) \text{vec}(R^k)^T \text{vec}(\tilde{R}^{(n)})
\]

(22)

\[
= \sum_{k=1}^{K} \langle R^k, \tilde{R}^{(n)} \rangle_F \text{vec}(L^k)
\]

(23)

\[
= \| \tilde{R}^{(n)} \|_F \sum_{k=1}^{K} \langle R^k, \tilde{R}^{(n)} \rangle_F \text{vec}(L^k)
\]

(24)

\[
= \| \tilde{R}^{(n)} \|_F \text{vec}(\tilde{L}^{(n)}),
\]

(25)

Hence, Algorithm 1 computes the same iterations as the standard power method:

\[
\frac{AA^T \text{vec}(L^{(n-1)})}{\| AA^T \text{vec}(L^{(n-1)}) \|_2} = \frac{\| \tilde{R}^{(n)} \|_F \text{vec}(\tilde{L}^{(n)})}{\| \tilde{R}^{(n)} \|_F \| \tilde{L}^{(n)} \|_F} = \frac{\text{vec}(\tilde{L}^{(n)})}{\| \tilde{L}^{(n)} \|_F} = \text{vec}(L^{(n)}).
\]

(26)

The final right factor then corresponds to \( A^T \text{vec}(L^{(n)}) \approx \sigma_1 v_1 \).

For \( \sigma_1 > \sigma_2 \), the convergence properties are inherited from the power method, see e.g. [2].

Remark. Even in the case when the first singular value is not (much) larger than the other singular values and no convergence is achieved, the resulting matrices of Algorithm 1 are with high probability in the span of the singular vectors corresponding to the set of large singular values [3]. Hence, in this case, the approximation will still converge to good Kronecker factors with high probability.
A.3 Further Results

Figure 2: Comparison of the relative Frobenius error for diagonal approximations (orange), K-FAC (green) and K-FOC (blue and red) for different batch sizes for the first (left) and second (right) layer of the relative network architecture. The rows correspond to the fully-connected layers trained on the Concrete Compression Strength (top) and Energy Efficiency dataset (bottom), respectively. The light area shows the minimal and maximal values among ten independent runs while the thick lines are the mean errors. For K-FOC, both aggregation strategies as described in section 3.2 are depicted.
Table 1: Runtime in ms

<table>
<thead>
<tr>
<th>Name</th>
<th>Approximation</th>
<th>Batch size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>K-FAC</td>
<td>180.7 ± 5.5</td>
</tr>
<tr>
<td></td>
<td>K-FOC_approx</td>
<td>727.1 ± 12.8</td>
</tr>
<tr>
<td></td>
<td>K-FOC_running</td>
<td>1262.6 ± 14.5</td>
</tr>
<tr>
<td>Concrete Compression Strength</td>
<td>K-FAC</td>
<td>366.8 ± 19.0</td>
</tr>
<tr>
<td></td>
<td>K-FOC_approx</td>
<td>1462.3 ± 17.0</td>
</tr>
<tr>
<td></td>
<td>K-FOC_running</td>
<td>2503.6 ± 34.6</td>
</tr>
<tr>
<td>Energy Efficiency</td>
<td>K-FAC</td>
<td>266.7 ± 20.4</td>
</tr>
<tr>
<td></td>
<td>K-FOC_approx</td>
<td>1072.7 ± 15.8</td>
</tr>
<tr>
<td></td>
<td>K-FOC_running</td>
<td>1908.1 ± 20.4</td>
</tr>
</tbody>
</table>

A.4 Runtime

Table I shows the runtime of each approximation method on the UCI datasets. K-FOC_approx and K-FOC_running need around seven and nine times as much computational time compared to K-FAC, respectively. In general, each iteration of the power iteration has a similar runtime as K-FAC but usually multiple iterations are needed to converge which then corresponds to a multiple of the runtime of K-FAC. In return, this shows that usually much less iterations are needed than the maximal number of steps $n^{max} = 100$. The additional runtime from K-FOC_running compared to K-FOC_approx comes from the aggregation of the factors for different batches utilizing again the power method to compute an estimate of the running mean. Still, both K-FOC algorithms are in the same complexity classes as K-FAC and only have a small linear overhead compared to K-FAC.