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Abstract

In a typical robot manipulation setting, the physical laws that govern object dy-
namics never change, but the set of objects does. To complicate matters, objects
may have intrinsic properties that are not directly observable (e.g., center of mass
or friction coefficients). In this work, we introduce a latent-variable model of
object-factored dynamics. This model represents uncertainty about the dynamics
using deep ensembles while capturing uncertainty about each object’s intrinsic
properties using object-specific latent variables. We show that this model allows
a robot to rapidly generalize to new objects by using information theoretic active
learning. Additionally, we highlight the benefits of the deep ensemble for robust
performance in downstream tasks.

1 Introduction

Predictive models are indispensable in the roboticist’s toolkit. The ability to predict the outcome of
an action allows a robot to plan robustly in a task-agnostic manner [6, 19]. For such models to be
useful, they need to accurately capture the nuances of each object the robot interacts with. This is
challenging due to the vast diversity of objects present in the world. Previous work has shown that
factoring the model to decouple object state from the global dynamics leads to effective generalization
when these properties are fully observable [4, 10, 19]. However, the assumption that object state is
fully-observed does not generally hold; many objects have intrinsic properties that influence how they
behave and that are not visually observable. For example, an object’s center of mass will influence
how it can be stacked, and a ball’s rolling resistance will influence how far it rolls. When interacting
with novel objects, we generally do not have labels for these properties (even at training time, these
labels can be laborious to collect).

The key question we are interested in is: how do we learn predictive models that support quick
adaptation to objects with unobserved properties? To do so, we propose to use an object-factored
latent variable model that explicitly captures uncertainty about the object’s unobserved properties
and the global dynamics. The object-specific latent variables support information theoretic data
acquisition in the learned latent space, allowing for rapid adaptation. The forward model, or dynamics
function, is represented using a deep ensemble, allowing the model to capture uncertainty about
complex dynamics. Both types of uncertainty can be incorporated when performing downstream
tasks, leading to more robust uncertainty-aware planning.

We evaluate the proposed model in two domains: stacking blocks with unobserved centers of mass
and throwing balls with unobserved rolling resistance. We demonstrate the utility of representing
uncertainity at both the object and global levels. At the object level, the robot can use the learned
latent space to quickly adapt to novel objects. At the dynamics level, the deep ensemble leads to
more robust task performance when compared to a model that does not use ensembles.
∗Equal contribution.
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Figure 1: Left. Following a training phase, the robot is given new objects (purple) in the adaptation
phase before being evaluated in the testing phase. Right. The outcome, yt, depends on the state,
Xt = {x(k)t }, action, at, dynamics, θ, and each object’s unobservable static properties, Z = {z(k)}.

2 Learning Phases for Object Manipulation

We consider a robot operating in a domain with K objects from the same class. Each object’s state
can be divided into observed and unobserved properties. The observed state, Xt = {x(k)t }Kk=1, can be
time-varying, whereas the unobservable state, Z = {z(k)}Kk=1, is assumed to be static. This covers a
wide range of object properties including friction coefficients, mass, and coefficient of restitution.
Our objective is to learn a model that predicts some aspect of the environment, yt, which we will
refer to as the outcome, that can be useful for downstream tasks. Concretely, the goal is to estimate
p(yt|Xt,Z, at), where at ∈ A is the action space of the robot.

We assume the robot’s operation is divided into three distinct phases: training, adaptation, and testing
(see Figure 1). In the training phase, the set of objects is fixed, and the robot has some finite amount
of time to act in the environment without any task descriptions. In the adaptation phase, the robot is
given a new object and a short amount of time to experiment and adapt. Finally, there is a testing
phase, in which a robot is supplied with an external reward function, and interacts with the objects in
order to maximize that reward.

3 Object-Factored Latent Variable Model

We represent the predictive model using the probabilistic graphical model shown in Figure 1. The
outcome, yt, is generated via a stochastic process governed by global parameters, θ, unobserved
object parameters, Z , the current state, Xt, and action, at. Due to the complexity of object dynamics,
we represent θ using an ensemble [3] of domain-dependent neural networks (see Appendix B for
architecture details for each domain). We also include a prior over object-specific latent variables,
p(Z).In the training phase, the primary goal is to learn about the global parameters, θ, that will
generalize to the downstream adaptation and testing phases. Then, in the adaptation phase, we only
need to infer the unobserved properties of novel objects, Z .

3.1 Inference in Factored-Object Models

In the training and adaptation phases, the robot will have a collection of transitions: D =
{(Xt, at, yt)i}Ni=1. With this dataset, we would like to estimate a posterior distribution over the
unobserved parameters: p(Z, θ | D) during the training phase and p(Z | D) during the adaptation
phase. A posterior that accurately represents epistemic uncertainty will allow us to gather data more
efficiently and plan more robustly with models resulting from limited data. In the training phase, we
assume the robot has access to a dataset, while in the adaptation phase, it must gather its own.

In general, computing the true posterior is intractable, so we take a Variational Inference (VI)
approach, and compute an approximate posterior distribution, q(Z, θ) = qz(Z)qθ(θ).We represent
each q(z(k)) as a diagonal Gaussian distribution. Although VI in theory can apply to both Z and θ,
recent work has proposed representing uncertainty over neural network parameters implicitly using
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an ensemble of M networks: θ = θ1, . . . , θM [16]. A longer discussion about these approximation
can be found in Appendix A.1.

We propose an inference algorithm for generative models that uses ensembles to represent the
uncertainty of the dynamics parameters while using VI for inference of the latent variables.2 The
algorithm alternates between optimizing Z with respect to the ELBO and updating each model in the
ensemble to maximize the likelihood of the data. The pseudo-code can be found in Appendix A.3.

Optimizing Z: To optimize the parameters of qz(Z), we maximize the ELBO with respect to the
variational distribution parameters, while fixing the ensemble parameters. We derive a batch-loss
which we minimize via gradient descent on the parameters of qz (full derivation in Appendix A.2),

Lz(B) =
N

|B|
∑
t∈B

Eq[− log p(yt | Xt, at,Z, θ)] +
1

|B|
DKL(qz(z) ‖ p(z)). (1)

Optimizing θ: Unlike for Z , we do not explicitly place a prior on θ. Instead, we can view the prior
as being implicitly defined by the weight-initialization and stochasticity in SGD. Each ensemble
model receives batches in a different order to further encourage ensemble diversity.

Lθi(B) =
N

|B|
∑
i∈B

Eq[− log p(yt | Xt, at,Z, θi)]. (2)

During the adaptation phase, we only fit qz(Z) and freeze θ. Because Z is low dimensional, this can
be done using VI or by particle filtering methods as described in Appendix A.4.

3.2 Experimental Design

When presented with a new object, a robot will need to adapt its model in a self-supervised manner.
Because data collection on a real robot platform is expensive, it is important to be efficient. Random
exploration is unlikely to lead to transitions that elicit the effects of the unobservable object properties,
so we employ an information-theoretic active learning strategy. Specifically, during the adaptation
phase, we choose actions that maximize the information gain between the label and the object-specific
latent variable: I(Z; yt|at,Xt,D). We compute the information gain in label space as proposed in
Houlsby et al. [12]. Note that we marginalize over the remaining uncertainity in the ensemble when
selecting actions that inform us about the latents. The resulting acquisition function is,

argmax
at

H(yt | Xt, at,D)− EZ∼q [H(yt | Xt, at,Z,D)] . (3)

4 Evaluation on Downstream Tasks

To evaluate the effectiveness of our approach, we analyze and ablate components of our model in two
domains: stacking and throwing. In each domain, the agent first fits the model parameters using a
fixed dataset in the training phase, and is then given a novel object to adapt to (see Appendix A.3 for
an outline of the adaptation phase). In the stacking domain, each block’s center of mass is unobserved.
In the testing phase, the robot is tasked with maximizing the novel block’s overhang above a base
block: placing it as close to the edge as possible without falling over. In the throwing domain, the
ball’s rolling resistance and radius are unknown and the robot is tasked with throwing the ball such
that it comes to rest at a desired distance. To optimize task performance, we calculate the expected
reward under the posterior distribution of our model. More details about the domains and planning
algorithms can be found in Appendix B.

Rapid Adaptation To measure how quickly different methods can adapt to novel objects, we plot
task performance after each data point was collected with a given acquisition method (see Figure
2). In the stacking domain (left), information-theoretic data acquisition consistently outperforms
the random strategy, successfully adapting after only 5 placements. This is because figuring out the
center of mass accurately requires several consecutive and carefully planned placements.On the other
hand, in the throwing domain, both random and active achieve similar good performance. We believe
this is due to the smoother relationship between the actions, latents, and outcome, meaning most
throws are going to be similarly informative about the latents. In both domains, we also compare to a
baseline where we adapt a deep ensemble without latent variables at test time (see Appendix C for a
description). The baseline fails to adapt quickly in each domain.

2In Appendix A.2, we show this is related to a complete VI approach if we ignore the prior on the dynamics.
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Figure 2: Task performance on each domain comparing adaptation strategies. Shaded areas are
performance quartiles across 20 adaptation/testing runs. Left. Regret for the tower domain. Right.
RMSE for the throwing domain.

Figure 3: Task performance in the stacking domain
when using a single neural network as opposed to
a full ensemble.

Ensemble Robustness The proposed model
represents uncertainity at two levels: at the ob-
ject level through Z and at the global level
through θ. We show that the ensemble is im-
portant for having robust performance in noisy
domains by ablating the ensemble and using a
single network for θ in the stacking domain (see
Figure 3). Without the ensemble, the model
does not consistently perform well, often receiv-
ing a regret of 1 (indicating the tower fell over).
On the other hand, the ensemble leads to con-
sistently good performance, showing the utility
of the uncertainty representation for planning in
downstream tasks.

5 Related Works

Several previous works have introduced Bayesian models for rapid adaptation. For example, Doshi-
Velez and Konidaris [8] and Sæmundsson et al. [22] both use latent variables to parameterize a task
and Gaussian Processes as the global dynamics. Killian et al. [14] have a similarly structured model
but use a BNN as the dynamics model. Closely related to our model, Perez et al. [20] and Belkhale
et al. [2] use both deep ensembles and low-dimensional latent variables within their models. We
extend this framework to show that learned latent space can be used for active learning and analyze
the importance of the ensemble.

Other work has focused on learning object dynamics with unobservable intrinsic object properties. In
some works, the authors assume the global dynamics are known a priori which can inform the values
of the object-specific properties [1, 24, 25]. In our work, we desire to jointly infer the dynamics and
object properties. Related work which does not assume the dynamics are known often rely on either a
fixed dataset [17, 23, 26, 27] at adaption time or a task definition in order to infer the latent properties
[7, 8, 21, 22]. Instead, we propose to use active learning with respect to the model output which can
be beneficial even when the task is not yet known. Our approach can yield zero-shot performance on
a new task, because all the experimentation was performed in a task-agnostic adaptation phase.

6 Conclusion

In this work, we presented a model that represents uncertainty about the world at two levels: at
the object-level using object-specific latent variables, and at the global level using deep ensembles.
Our experiments show that information gain with respect to the learned latent space leads to rapid
adaptation and that deep ensembles are critical for robust task performance. A key limitation that
we plan to address in future work is the use of a fixed dataset during the training phase and a priori
knowledge of the number of object-specific latent dimensions.
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A Modeling and Inference Details

A.1 Posterior Approximations

Ensemble Various approaches have been explored for representing uncertainty in neural networks
(e.g., Monte Carlo Dropout [9] or Bayesian Neural Networks with mean-field weight posteriors). In
this work, we choose to use ensembles of neural networks [16] as they afford expressive approximate
posteriors while being simple to implement and train. Although ensembles are computationally
expensive, in robotic domains where the rate of data collection is limited by the physical robot, we
believe it is desirable to trade computational efficiency for sample efficiency.

Prior p(Z) The original VAE [15] showed that samples from a Gaussian prior can encourage
networks to learn a smooth latent space. We expect that in our object-factored model, learning a
smooth representation will aid in generalizing to new objects.
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Posterior qz(Z) The variational distributions for the object-specific latent variables are represented
using diagonal Gaussian distributions. The variational parameters are, {µ(k), (σ2)(k)}Kk=1,

qz(Z) =
K∏
k=1

qz(k)(z
(k)) =

K∏
k=1

N (µ(k), (σ2)(k)) (4)

A.2 ELBO Derivation

Although the derivation of the evidence lower bound for the proposed model follows the standard
derivation and is not novel [18], we include it here for completeness. It is also helpful to highlight the
difference between our proposed algorithm (with ensembles) and a full VI approach.

Objective

First, we will derive the ELBO specifically for our model. Here, x represents both the observed state
and action. The overall goal is to maximize the marginal likelihood of the data (x, y) in the presence
of latent variables (θ, z):

log p(y | x) = log

∫
z,θ

p(y, z, θ | x) = log

∫
z,θ

p(y, z, θ | x)q(z, θ)
q(z, θ)

= logEz,θ∼q
[
p(y, z, θ | x)
q(z, θ)

]
≥ Eq

[
log

p(y, z, θ | x)
q(z, θ)

]
= Eq

[
log

∏N
i=1 p(yi, z, θ | xi)

q(z, θ)

]
= Eq

[
log

∏N
i=1 p(yi, z, θ | xi)
qz(z)qθ(θ)

]

= Eq

[
log

∏N
i=1 p(yi, | θ, xi, z)p(θ)p(z)

qz(z)qθ(θ)

]

=

N∑
i=1

Eq [log p(yi, | θ, xi, z)]−DKL(qz(z) ‖ p(z))−DKL(qθ(θ) ‖ p(θ))

Model Update

In updating the model parameters, the goal is to maximize the EBLO. A minibatch loss can be derived
as in [11] by ignoring terms that do not depend on θ and accounting for the batch size:

Lθ(B) =
N

|B|
∑
i∈B

Eq[− log p(yi | θ, xi, z)] +
1

|B|
DKL(qθ(θ) ‖ p(θ)). (5)

Because we represent our model using deep ensembles, we do not have an analytical prior and drop
the KL-divergence term. Instead, each model is initialized independently and sees the data in a
different order. Practically, we compute this quantity by sampling a minibatch from our dataset,
sampling z ∼ qz , sampling θ ∼ qθ and running a forward pass of the network to compute the
log-likelihood of the labels. We can reduce the variance of this term by drawing multiple samples
from qz and qθ.

Latent Update

The object specific latent variables follow the same derivation which results in a batch loss. This time,
we do have an analytical prior for z,

Lz(B) =
N

|B|
∑
i∈B

Eq[− log p(yi | θ, xi, z)] +
1

|B|
DKL(qz(z) ‖ p(z)). (6)
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A.3 Algorithm Pseudocode

Algorithm 1 Batch Update
Input: Batches {Bi}Mi=1, θ, Z

1: for i in 1, . . . ,M do
2: Calculate Lθi(Bi)
3: θi← Update(θi, Lθi(Bi))
4: end for
5: Calculate LZ(B0)
6: Z ← Update(Z , LZ(B0))

Algorithm 2 Adaptation Phase

1: z′ ← InitializeNewLatent()
2: θ,Z ← FromTrainingPhase
3: D ← {}
4: for nx in 0, . . . , max_acquire do
5: X0 ← ResetEnvironment()
6: a← ExperimentDesign(θ,Z, z′)
7: y ← Execute(X0, a)
8: D ← D + (X0, a, y)
9: z′ ← InferLatents(θ,Z, z′,D)

10: end for

Algorithm 1 describes a single VI batch update to both the ensemble parameters and the object-
specific latent variables. To encourage ensemble diversity we use an independent data loader for each
ensemble such that each receives a separate batch, Bi, for each update. To update Z , we use the
batch from the first data loader, B0. Although, our exposition considers block-coordinate descent,
optimizing qz and qθ alternately, we found that this conferred no advantage over stochastic gradient
ascent to optimize the joint ELBO directly.

Algorithm 2 shows at a high level the flow of the adaptation phase. At every timestep, we acquire a
new datapoint based on the current uncertainity estimates. After collecting the label, we update or
re-fit the model.

A.4 Adaptation Phase Particle Filter

During the fitting phase, we no longer wish to infer the dynamics and instead wish to compute the
marginal posterior, p(Z|D). This will allow us to quickly gain information about a new object taking
into account any remaining uncertainty about the dynamics. We could proceed as in the training phase
and infer this distribution using a variational inference approach, however we found that this could
result in over-confident posterior distributions. Instead, we also experiment with using a particle filter
on the latent space as Z is low dimensional. Our implementation of the particle filter follows the
approach of Chopin [5].

B Experimental Domains

We evaluate our proposed method in two simulated environments, a block stacking domain, and an
object throwing domain. These diverse domains show that the proposed framework applies to both
continuous (throwing) and discrete (stacking) dynamics.

B.1 Throwing

Domain Description: In the throwing domain (shown in Figure 4 left), a simulated robot arm learns
to throw a variety of balls with an obstacle present. It is assumed that the robot will interact with each
object one at a time and that an unfortunate intern is present to return the thrown objects to the robot
workspace such that they may be thrown again. Each ball varies in its radius and rolling resistance.
However, both these properties are not observed, and the model will need to use the object-level
latent space, Z , to represent them. The outcomes, yt ∈ R, capture how far the balls comes to rest
along the x-axis from the initial release position.

The action space of the robot consists of a parameterized throwing primitive. The throw action is
parameterized by the release angle and angular velocity of the ball. In the testing phase, the robot’s
goal is throw the ball such that it comes to rest at a desired distance. We report the RMSE averaged
over many different goal distances.

Implementation Details: In the throwing domain, the dynamics function is represented as a standard
multilayer perceptron. The inputs are the observed state, concatenated with the object-level latent for
the current input ball, and action. We used a latent space of size 2 for this domain. The entropy for
Equation 3 is calculated by approximating the differential entropy of a Mixture of Gaussians.
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Figure 4: We evaluate our self-supervised dynamics learning framework in throwing (left) and
stacking (center) domains. The towers on the right show examples of towers with small overhang
(top) and large overhang (bottom).

B.2 Stacking

Domain Description: In the stacking domain, a simulated Franka Emika Panda robot arm learns to
build towers out of adversarially weighted blocks. Unlike in the previous domain, multiple objects
will interact with each other as well as the robot. The observed state, Xt is the shape and color of
each block. The object-level latent variables, Z , will need to represent the mass and center of mass of
each block which are not visually observable. The robot’s action space consists of parameterized
pick-and-place actions where the parameters include which block to pick and its final position (we
add 3mm of Gaussian distributed placement noise to each action). The robot does not change the
block’s orientation.

In quasi-static domains such as this, most of the dynamics are known while the block is attached to
the gripper (and aren’t influenced by the hidden state). It is when the robot lets go of a block that the
unoberseved properties come into play: a tower may fall if we do not know its center of mass. We add
additional structure to the dynamics model to represent this observation. We assume either the world
stays in the state predicted by a known deterministic quasi-static dynamics function, fqs(Xt, at) , or
the state results in something else which we cannot predict. The outcomes are the Bernoulli random
variable yt and describe whether the robot actually ends up in the state predicted by the deterministic
dynamics or not (this is the notion of feasibility described in [19]):

pθ(Xt+1|Xt, at,Z) =
{
Xt+1 = fqs(Xt, at) with prob pθ(yt|Xt+1,Xt,Z, at)
∅ (7)

Thus the model we are interested in learning predicts whether a tower is stable or not.

Implementation Details: In the blocks domain, θ is represented as a graph neural network. We use
the same model architecture as in Noseworthy et al. [19]. Many previous works have shown graph
networks to be well suited to modeling the dynamics of multiple interacting objects [10]. Z is a
3-dimensional random variable. Equation 3 is computed using standard calculations for entropy of
a Bernoulli random variable. Section 2.3.4 of Houlsby [13] describes the calculation for marginal
information gain used in the adaptation phase. The training phase uses 50 blocks and 2500 total
towers.

Task Details: To investigate how well the learned latent space captures center of mass, we design a
downstream task that requires detailed knowledge of this property. Specifically, the task is maximum
overhang where the robot must place the novel block on top of another block such that the distance
between the base of the bottom block and the farthest edge of the top block is maximized. We also
disincentive the robot from building unstable towers by giving the robot a large negative reward of
−1m if the tower falls. Thus, given our model which predicts stability, the expected reward, R, is,

R = −1 ∗ (1− Ez∼qz, θ∼qθ [p(yt|Xt, at,Z, θ)]) + r ∗ Ez∼qz, θ∼qθ [p(yt|Xt, at,Z, θ)] ,
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where r is the reward computed from the observable state (position, and dimensions) the robot would
receive if the tower is stable. The robot is only tested on towers with two blocks as this most clearly
elicits the effects of the latent space (the model is trained on towers with 2− 5 blocks).

C Baselines

We compare our object-factored model to a baseline without factorization, which makes no explicit
distinction between object properties and global dynamics. Concretely, the baseline is a deep
ensemble with the same network architecture as the dynamics ensemble in our object factored model.
During the adaptation phase, active learning using ensembles is applied to generate experiments with
the new object [3, 19]. However, the baseline must update the weights of the neural network to fit the
new data, as it has no latent variables.

The baseline ensemble achieves lower training accuracy; even with a relatively small number of
training objects (50), the ensemble struggles to store the latent properties for those objects within the
network weights. During the adaptation phase the baseline is considerably slower to adapt to the new
objects, as it must adjust the entire network to explain the new observations.
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